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The key-value solid-state drive (KV-SSD) redefines storage interfaces by integrating 
a key-value store directly within the device, offering native support for non-page-
aligned key-value pairs. This architectural innovation enables KV-SSDs to offload 
storage management from the host system, positioning them as ideal candidates 
for resource disaggregation. However, KV-SSDs face significant challenges, 
notably, input–output amplification caused by conflicts with traditional storage 
protocols like Non-Volatile Memory Express (NVMe), which are designed around 
memory page units. Specifically, this results in a substantial increase in data traffic 
over interconnect between the host and SSD. This article introduces BandSlim, a 
novel solution addressing these challenges in data transfer by leveraging 1) NVMe 
command piggybacking for universally compatible, fine-grained transfers without 
requiring interconnect-level support and 2) the remote memory access capabilities 
of emerging Compute eXpress Link interconnects for higher-performance fine-
grained transfers. Through extensive evaluations, BandSlim achieves up to a 97.9% 
reduction in Peripheral Component Interconnect Express traffic compared to 
conventional NVMe KV-SSDs.

Designing an efficient storage system necessi-
tates reducing data movement costs from the 
host’s memory to the storage media. Howev-

er, traditional key-value stores (KVSs) like RocksDB1 
function as middleware on top of file systems. Conse-
quently, user input–output (I/O) requests must navigate 
through the kernel’s file system and block layers to ex-
ecute data reads and writes to storage. This multilayer 

traversal incurs significant memory copying and kernel 
context switch overheads during I/O operations. In 
contrast, key-value solid-state drives (KV-SSDs) offer 
a substantial reduction in these overheads. KV-SSDs 
implement KVSs at the device controller level and pro-
vide native support for key-value operations. This allow 
users to bypass the file system and block layer when 
processing I/O requests, enabling lower latency and 
higher throughput compared to traditional SSD-based 
host-side KVSs. Such KV-SSDs are well suited for mod-
ern resource disaggregation architectures as they can 
effectively decouple storage management from the 
host system.2

KV-SSDs hold significant potential as next-genera-
tion storage devices but still face critical challenges, 
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with the biggest issue being I/O amplification caused 
by limitations in existing protocols. Commercially 
and academically released KV-SSDs3,4,5,6 utilize the 
Non-Volatile Memory Express (NVMe) protocol,7 which 
is specifically engineered for block-based storage de-
vices. These KV-SSDs implement the Physical Region 
Page (PRP) list for conveying payload, essentially in-
ducing I/O amplification that originates from the size 
difference between the block and the key value. This 
results in a substantial increase in data traffic over the 
interconnect between the host and the SSD.

One common solution to this problem has been 
host-side batching, where enough key-value pairs 
are grouped to align with the memory page size, as 
implemented in KV-SSDs like KV-CSD4 through bulk 
PUT operations. However, buffering entries on the 
host side risks data loss during power failure, making 
this approach unsuitable for mission-critical appli-
cations where data integrity is essential. For those 
scenarios where data persistence is critical and I/O 
transactions occur at the key-value pair level as de-
fined by NVMe standard, a more fundamental solu-
tion is required.

To address these issues, we introduce BandSlim, 
which minimizes data traffic over host–SSD intercon-
nect when transferring small key-value pairs. Band-
Slim employs two approaches: the first utilizes NVMe 
commands to achieve an inline value transfer at the 
storage protocol level, while the second leverages the 
emerging Compute eXpress Link (CXL) interconnect 
to address the transfer at the interconnect protocol 
level. The first approach piggybacks values small-
er than a memory page to NVMe commands using 
reserved fields. We observed that this method sig-
nificantly reduces data traffic over the host–SSD in-
terconnect. The second approach, which uses CXL’s 
remote memory access capability, aims to improve 
this further by offering a more fine-grained, high-
er-performance value transfer solution, bypassing the 
limitations of piggybacking. It exposes the device-side 
NAND page buffer to the host’s CPU and transfers val-
ues using CXL.mem operations. The first method can 
be implemented directly in existing NVMe protocols 
without requiring new interconnect support, while 
the second approach is optimized for systems that 
support CXL, allowing for more advanced and effi-
cient fine-grained transfers.

In both methods, however, as the value size grows, 
the performance of fine-grained transfer becomes 
less favorable compared to the traditional PRP-based 
transfer. Therefore, BandSlim employs an adaptive 
transfer strategy, dynamically switching between fine-
grained and PRP-based transfers to balance traffic 

reduction with optimal response times for varying val-
ue sizes.

For evaluation, we implemented BandSlim on a 
state-of-the-art field-programmable gate array (FP-
GA)-based NVMe KV-SSD5 using the Cosmos+ OpenS-
SD platform8 and estimated CXL.mem-based value 
transfer’s benefits using real CXL.mem measurements. 
We demonstrated that BandSlim achieves up to 97.9% 
traffic reduction compared to an NVMe KV-SSD with-
out BandSlim.

The contributions of this article are as follows:

	❯ We Identify traffic amplification in the host–SSD 
interconnect, specifically in KV-SSDs, and pro-
pose NVMe and CXL-based solutions to mini-
mize waste.

	❯ We propose the design of a CXL-based storage 
interface and demonstrate use cases where the 
interface shows clear advantages, particularly in 
KV-SSDs.

	❯ We demonstrate the tradeoff between data traf-
fic and response time in fine-grained value trans-
fer and effectively resolve it by using an adaptive 
approach.

BACKGROUND AND MOTIVATION
Storage Stack of KV-SSDs
The storage stack of KV-SSDs consists of user-level 
key-value APIs, a key-value device driver and controller 
based on protocols like NVMe, and an in-storage KVS. 
The key-value application programming interface (API) 
offers point and range queries (e.g., PUT and SEEK). The 
size of the key and the value in these APIs is handled as 
arbitrary lengths, not in block units (key-value interfac-
es). In case of log-structured merge (LSM)-based KV-
SSDs with a key-value separation,3,4,5,6 a pair of key and 
value address is stored in the LSM tree, and a value is 
stored in the Value Log (vLog). The vLog is a linear logi-
cal NAND flash address space that can be divided into 
multiple logical NAND pages. Each value is appended 
to the vLog sequentially, filling logical NAND pages, 
which are mapped to physical NAND pages by the 
Flash Translation Layer (FTL). The entries of the LSM 
tree point to corresponding values inside the vLog.

NVMe-Based Key-Value Pair Transfer
Within the NVMe key-value interface, when writing 
key-value pairs, the NVMe driver stores a key and 
metadata in the reserved fields of the NVMe com-
mand. The payload, which is the value in this context, 
is transferred via the PRP as the block interface part 
of the NVMe specification does.7 The PRP is a linked 
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list whose entry describes the addresses of physi-
cal memory pages of the host memory. One or more 
memory pages where the value is stored are specified 
to be transferred. Subsequently, the driver inserts the 
NVMe command into the submission queue and rings 
the doorbell to notify the device of the write request. 
The NVMe controller fetches the command from the 
queue, interprets it, and identifies the pages for copy-
ing from the received PRP list.

To initiate the value transfer, the controller trig-
gers a direct memory access (DMA) transaction, 
which copies pages from the host memory to the 
device memory. Later, the controller inserts the re-
ceived key to the memory component of the LSM tree 
and MemTable and writes the value to the vLog (see 
Figure 1). The reverse operation, involving the trans-
fer of values from the KV-SSD to the host, follows a 
similar process.

Peripheral Component Interconnect 
Express Traffic Amplification in NVMe 
KV-SSDs
As in typical KVSs, the key and the value size are vari-
able and not necessarily aligned to a memory page. 
According to Meta, RocksDB in a production environ-
ment experiences a size of values that nearly do not 
reach 100 bytes on average,9 which is far less than the 
4-KB memory page size. Consequently, a KV-SSD must 
be capable of effectively handling requests for such 
variable-sized, small values.

However, the current NVMe key-value interface 
causes significant inefficiencies because it adheres 
to the same procedure as the block-based NVMe 
protocol when transferring values to or from the de-
vice. Specifically, its data transfer method, the PRP, 
restricts DMA transfers to occur in units of 4 KB, the 
size of a memory page. As shown in Figure 1, consider 

a scenario where the value size is 32 bytes (). In this 
case, one 4-KB memory page that temporarily holds 
the value is specified by the PRP, and a DMA copy of 4 
KB occurs. On the other hand, if the value size slightly 
exceeds the memory page size, such as (4 K + 32) bytes 
(), two memory pages are required to accommodate 
the value. Consequently, the DMA facilitated by the 
PRP transfers 8 KB of data. This amplified data traffic 
significantly raises energy consumption of the system, 
possibly increasing the total cost of ownership.

Experimental Analysis of Traffic Amplification
We measured Peripheral Component Interconnect Ex-
press (PCIe) traffic from a host to a KV-SSD5 by issuing 
1 million key-value writes with variable-sized values by 
using the Intel PCM10 to track PCIe traffic.

Figure 2(a) shows the total PCIe traffic during 
the experiments, with traffic increasing stepwise at 
4-KB value-size boundaries. For example, total PCIe 
traffic for 1 and 4-KB values is approximately 4 GB, 
indicating constant transfer volumes up to 4 KB. This 
pattern repeats for value-size ranges like 5–8 KB. 
Average transfer response times display similar cas-
cading patterns.

The issue becomes more severe with smaller val-
ues. The traffic amplification factor, defined as the ra-
tio of PCIe traffic to data size, surges for values under 
1 KB. As shown in Figure 2(b), transferring a value of 32 
bytes generates approximately 4 KB of PCIe data traf-
fic, roughly 130 times the requested data size.

Limitations of Existing Methods
The NVMe protocol currently offers another transfer 
method besides the PRP, called the Scatter-Gather List 
(SGL).7 Unlike the PRP, the SGL supports variable-sized 
DMAs across scattered memory segments. However, 
it has been reported that the cost of enabling the SGL 

FIGURE 1.  Data flow of two cases of key-value transfers with a sub-4-KB payload [32 bytes (B)] and a more than 4-KB payload 

[(4K + 32)B] regarding Peripheral Component Interconnect Express (PCIe) interconnect traffic amplification in LSM-based NVMe 

KV-SSDs.
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outweighs the benefit for I/Os smaller than 32 KB,11 in-
dicating that using the SGL for small-value transfers is 
not advisable and realistic.

PROPOSED DESIGN: BANDSLIM
Fine-Grained Value Transfer Over 
NVMe
Due to space constraints, a detailed discussion of 
BandSlim’s first proposed technique, NVMe command 
piggybacking, is provided in the conference version 
of this article.12 The summary is as follows: the meth-
od leverages the NVMe command, which is 64 bytes 
in size, to enable fine-grained transfer of small values. 
Considering most values in the real-world are less than 
64 bytes,9 it repurposes up to 35 bytes of unused fields 
in the NVMe key-value write command for value trans-
fer. For values that exceed 35 bytes, the piggybacking 
method introduces a transfer command, which sends 
the remaining bytes in 56 bytes per command after 
the initial write command. This approach significantly 
reduces PCIe traffic under real-world KVS workloads.

Fine-Grained Value Transfer Using CXL
Although the piggybacking method resolves the traffic 
amplification issue, it is still constrained by several key 
limitations. First, the overhead associated with creat-
ing, submitting, processing, and releasing NVMe com-
mands is significant, particularly when dealing with a 
large value that demands issuing multiple commands, 
which makes this method effective only for transfers 
of tiny values, typically in the range of tens of bytes. 
Second, it cannot completely eliminate traffic bloating 
as it still depends on NVMe commands, which requires 
extra traffic for signaling doorbells and completions.

To overcome the limitations of repetitive NVMe 
command overheads in the piggybacking method, we 

also propose a design that fundamentally supports 
fine-grained transfer at the interconnect level using 
CXL. For this, BandSlim defines the NAND page buf-
fer as host-managed device memory (HDM), making it 
directly accessible to the host through CXL.mem op-
erations. During a CXL device enumeration, the driver 
queries the Base Address Register (BAR) and the size 
of the HDM to map the BAR and HDM within the host’s 
system memory. The host CPU’s system bus includes 
CXL root ports (RPs), establishing connections with 
KV-SSDs as endpoints. After that, the driver can trans-
mit values via CXL.mem write operations.

Figure 3 illustrates the value transmission process 
in this method. The driver manages a CXL.mem write 
pointer (CMWP) to track the current position in the 
NAND page buffer. When a user initiates a key-value 
write, the NVMe command includes only the key, un-
like the previous piggybacking method.  The driver 
initiates a memory copy request to the CMWP.  The 
host CPU then sends the value to the NAND page buf-
fer at the CMWP location via CXL.mem.  The CXL 
RP receives this request, converting it into flits, that 
is, CXL transaction units (BandSlim operates based 
on the default 68-byte flit mode).  The CXL control-
ler decompresses the flits, adjusts target addresses 
by subtracting the HDM base address, and forwards 
the request to the dynamic random-access memory 
(DRAM) controller,  which sends the payload to the 
DRAM location indicated by the CMWP.  The control-
ler notifies the driver to update the CMWP via NVMe 
command completion.

As the FTL operates independently, the host can-
not determine when each buffer entry is flushed. Thus, 
BandSlim always calls clflush() for CXL.mem writes to 
ensure that the payload is sent to device memory.

(a) (b)

FIGURE 2.  Measurements of total PCIe traffic with average response time and PCIe traffic amplification (amp.) factor for varying 

value sizes, with NAND I/O disabled. (a) Total PCIe traffic and average response time. (b) Traffic amplification time.
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Adaptive Value Transfer Method
As the value size increases, the performance of both 
fine-grained value transfer methods starts to degrade. 
The first method, in particular, suffers due to the accu-
mulation of overheads in generating NVMe commands 
and synchronously handling them within the device, 
resulting in much longer transfer times compared to 
a conventional PRP-based transfer. To tackle these 
issues, BandSlim utilizes a threshold-based reactive 
method that selects the most suitable transfer meth-
od from both the fine-grained and PRP-based transfers 
based on the size of the value. The threshold is identi-
fied by exploratory runs using benchmarks depicted in 
the evaluation. During the benchmark runs, various val-
ue sizes ranging from 4 bytes to 8 KB are tested through 
millions of PUT commands to compare transfer times.

The threshold is denoted as ,$x a x=a  where x  rep-
resents the value size at which the fine-grained trans-
fer becomes less efficient than PRP-based transfers. 
BandSlim employs the following strategy:

,
.

Transfer method
Fine grained transfer,
PRP-based transfer,

if value size
if value size

- 1
$

x

x

=

a

a

'

The scaling factor a  allows users to adjust the 
threshold: increasing a  raises the threshold, while set-
ting a  to one retains the default threshold. For users 
who prioritize response time, a  can be set to one. For 
those who focus on traffic reduction, a  can be increased 
to delay the transition point where PRP-based transfers 
become more efficient. This approach ensures efficient 
handling of value sizes ranging from subpage to large.

In-Device Value Packing Mechanism
Our conference paper proposed the selective packing 
with backfilling policy to address the NAND page write 
amplification problem in NVMe KV-SSDs.12 This policy 

aims to reduce the overhead of copying large values 
during the packing process within the device under 
adaptive value transfer by selectively packing only 
small values transmitted via fine-grained transfer, while 
large values are placed to page-aligned addresses via 
PRP-based DMA without packing. To minimize inter-
nal fragmentation, the policy allows small values to fill 
gaps between large values at page-aligned addresses 
and also avoid them with a DMA log table (DLT).

Figure 4 illustrates the process of packing under 
CXL.mem-based transfer.  When a user requests a 
large value write that exceeds the threshold ,xa  the 
value is transferred via PRP DMA over NVMe (CXL.
io).  The controller completes the DMA and creates 
a DLT entry based on the DMA destination address 
and value size.  This entry is sent to the host in the 
NVMe completion queue entry (CQE),  where the 
BandSlim driver caches it. For a small value below 
the threshold xa , the driver checks if adding the val-
ue size to the CMWP exceeds the specified address in 
the cached DLT head entry.  and  If it does not, the 
value is transferred to the CMWP address over CXL.
mem with clflush() enabled, while only the key is sent 
in an NVMe command.  and  If the next small-value 
size exceeds the address in the cached DLT head entry, 
the CMWP updates to the DLT entry’s address plus the 
value size, and the value is transferred to the updated 
CMWP address via CXL.mem.  For another large val-
ue, the transfer occurs via PRP DMA, with the desti-
nation address aligned to the nearest page boundary, 
tracked by the controller.  The new address and val-
ue size are added to the DLT and cached on the host, 
as shown in Figure 4.

As only the NAND page buffer is exposed as HDM, 
while CMWP and DLT prevent conflicts between CXL.
mem and PRP DMA, BandSlim preserves data consis-
tency and metadata integrity. Plus, because BandSlim 
does not modify the core components of KV-SSDs, 

(a) (b)

FIGURE 3.  (a) CXL.mem memory write mechanism and (b) fine-grained value transfer via CXL.mem. CMWP: CXL.mem write 

pointer. EP: endpoint; load/store (LD/ST). 
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including key-value indexing and FTL, the existing read 
and query performance remains unaffected.

EVALUATION
Evaluation Setup
We used the state-of-the-art NVMe KV-SSD5 on the 
Cosmos+ OpenSSD platform8 as the baseline to verify 
our solutions. The platform consists of an ARM-based 
Xilinx Zynq-7000 system on chip (SoC), 1 TB of NAND 
(four channels, eight ways), and a PCIe Gen2 × 8 inter-
connect, paired with a host node featuring 64 cores of 
Intel Xeon Gold 6226 R CPU, 384 GB of DDR4 memory, 
and Ubuntu 22.04 operating system. The SoC operates 
the BandSlim key-value, PCIe interface, DRAM, and 
NAND flash controllers, while the host node runs the 
BandSlim key-value driver and benchmarks.

As publicly accessible SSDs and FPGA boards 
that support CXL remain extremely scarce (including 
ours) we validated our designs by implementing the 
piggybacking mechanism on the OpenSSD-based set-
up, while the CXL.mem-based transfer was evaluated 
through simulations using measured CXL.mem re-
sponse times. The traditional PRP-based transfer and 
the NVMe piggybacking method underwent thorough 
system-level validation on the OpenSSD setup, pro-
viding reliable performance measurements. We then 
scaled the measured payload transfer times of base-
line and piggybacking to PCIe Gen5 and incorporat-
ed the NVMe overheads into the CXL.mem response 
times to simulate the CXL.mem-based transfers. This 
approach allowed us to directly compare the perfor-
mance of PRP-based transfers, NVMe piggybacking, 
and CXL.mem-based transfers, demonstrating the po-
tential benefits of CXL.mem optimizations.

For performance evaluations, we used db_bench, 
a benchmarking tool used in RocksDB.1 We enabled 

db_bench to send NVMe key-value commands to the 
OpenSSD platform through the NVMe pass through.

We conducted various workload patterns to verify 
our proposed design, which we describe as follows:

	❯ WorkloadA [W(A)]: A db_bench’s fillseq pattern 
where keys are sequential and value sizes are fixed. 
It serves as a baseline for evaluating performance 
under uniform and predictable write patterns.

	❯ WorkloadB [W(B)]: This writes 1 million random 
key-value pairs with value sizes of 8 bytes or 2 KB at 
a 9:1 ratio. This tests the transfer method’s efficien-
cy in optimizing for frequent small-value writes.

	❯ WorkloadC [W(C)]: Similar to W(B) but reverses 
the value-size ratio to 1:9, emphasizing scenari-
os with large-value dominance. The goal is to re-
veal the tradeoffs in handling small versus large 
values.

	❯ WorkloadD [W(D)]: This workload writes values of 
sizes (eight; 16; 32; 64; 128; 256; and 512 bytes; 1 
KB; and 2 KB) in random order, totaling 1 million, 
with each size having an equal ratio. This evalu-
ates the transfer method’s adaptability to diverse 
data sizes.

	❯ WorkloadM [W(M)]: This is a db_bench’s mixgraph 
All_random9 workload that reflects real-world 
characteristics with a maximum value size of 1 
KB and almost 70% of values being less than 35 
bytes. We have modified mixgraph to issue only 1 
million PUTs.

In all the experiments, we used unique keys of 4 
bytes generated by a hash function with a random seed.

We conducted evaluations for the following designs:

	❯ Baseline: The state-of-the-art NVMe KV-SSD.5 It 
employs the PRP-based page-unit value transfer.

FIGURE 4.  The process of selective packing with backfilling over the NAND page buffer with CMWP and DLT. CQE: completion 

queue entry.
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	❯ Piggyback: Transfers values only via piggybacking.
	❯ CXL.mem-Based Fine-Grained Value Transfer 

(CXL-FGT): Transfers values only via CXL.mem.
	❯ Adaptive: Transfers values via the adaptive method.

Effects of Fine-Grained Value Transfer
Piggybacking-Based Value Transfer
The evaluation of PCIe traffic and response times for Pig-
gyback on a real platform is detailed in our conference 
paper12 as space constraints prevent an in-depth discus-
sion here. Briefly, Piggyback achieves up to 97.9% traffic 
reduction for values of 4–32 bytes but becomes less ef-
ficient as the value size increases due to the overheads 
of trailing commands, approaching Baseline at approxi-
mately 2 KB and surpassing it for larger sizes. Response 
times are halved for values up to 32 bytes but degrade 
for larger sizes due to the trailing commands’ overheads.

CXL.mem-Based Value Transfer
To evaluate CXL-FGT, we first measured write response 
times for various value sizes using a 256-GB CXL mem-
ory device connected via PCIe Gen5, consistently 
invoking clflush(). These results, obtained on a ded-
icated server with a CXL-supported AMD EPYC 9754 
configured as a CPU-less nonuniform memory access 
node, served as the foundation for a performance sim-
ulation model of CXL-FGT.

Next, we analyzed the response times12 for Baseline 
and Piggyback, measured from our OpenSSD (PCIe 
Gen2) setup. We extracted the payload transfer time 
for various payload sizes from the total response times 
by separating the time spent on generating, submit-
ting, processing, and completing NVMe commands. 
We then scaled the extracted payload transfer times by 
a factor of 6.4, reflecting the higher giga transfer rate of 
Gen5 (32 GT/s) compared to Gen2 (5 GT/s). Although 
actual performance gains may be smaller due to sys-
tem overheads, this adjustment assumes an ideal sce-
nario focused purely on bandwidth improvements. We 
added the NVMe overhead back to the scaled payload 
transfer times of Baseline and Piggyback to estimate 
their response times on PCIe Gen5. Finally, we created 
a performance simulation model for CXL-FGT by com-
bining the measured CXL.mem write response times 
with the same NVMe overheads used for Baseline 
(CXL-FGT always require a single NVMe command). 
This approach enables a direct comparison of Base-
line, Piggyback, and CXL-FGT designs. Figure 5(a) illus-
trates the time breakdown and adjustment used to es-
timate the response times of Baseline and Piggyback 
on PCIe Gen5 for values of 32 bytes.

Using the CXL-FGT simulation model and the es-
timated response times of Baseline and Piggyback, 
we evaluated the performance of each transfer mode 

(a) (b) (c)

(d) (e)

FIGURE 5.  (a) Breakdown of estimated response times for values of 32 bytes on PCIe Gen5 using Baseline and Piggyback. (b) 

Estimated response times [W(A)] and (c) total PCIe traffic[W(A)] for Piggyback and CXL-FGT with 1 million key-value pairs [W(A)] 

of varying value sizes transferred from host to device memory. (d) Estimated PCIe traffic and (e) average throughput for various 

workloads [W(B), W(C), W(D), and W(M)] on PCIe Gen5. B: bytes.
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across different value sizes using WorkloadA. The re-
sults, presented in Figure 5(b), reveal key insights. First, 
CXL-FGT performs worse than Piggyback for value siz-
es of 4–32 bytes due to the mandatory NVMe command 
overhead separated from CXL transfers. This limitation 
could be mitigated by integrating piggybacking with 
CXL-FGT. Second, CXL-FGT does not outperform Base-
line on PCIe Gen5, again, highlighting a limitation due 
to the mandatory NVMe command overhead. However, 
as expected, CXL-FGT significantly outperforms Pig-
gyback starting at the 64-bytes case, demonstrating 
how CXL.mem mitigates the performance degradation 
of Piggyback for larger data sizes. For instance, in the 
25-bytes case, CXL-FGT achieves nearly 4× faster re-
sponse times compared to Piggyback, with an even 
greater performance gap as value sizes increase.

Figure 5(c) shows that CXL-FGT generates less traf-
fic compared to Piggyback. Using CXL flit units of 68 
bytes, we estimated CXL-FGT’s traffic, while Baseline 
and Piggyback reflect measured values.12 CXL enables 
finer granularity because Piggyback incurs additional 
traffic with each transfer command submission, such 
as doorbell rings and tail pointer reads. CXL avoids 
this overhead, allowing more efficient data movement. 
However, note that piggybacking’s primary strength 
lies in resolving KV-SSD bottlenecks without requiring 
new interconnect technologies.

Effects of Adaptive Value Transfer
The evaluation results of the adaptive value transfer 
using Workloads B, C, D, and M on a real platform is 
detailed in our conference paper.12 Briefly, Adaptive 
consistently outperforms Piggyback and Baseline by 
transitioning from piggybacking to PRP at 128 bytes 
[identified as the threshold based on experiments 
with [W(A)], achieving the best performance in all 
workloads. It reduces traffic by 93.3% for W(M) while 
improving throughput by 12% over Piggyback, and in 
W(C), it increases throughput nearly 13-fold despite 
generating 18% more traffic than Piggyback.

To assess the impact of CXL.mem-based transfer 
under various workloads, we simulated Workloads 
B, C, D, and M using the results from Figure 5(b) and 
(c). Figure 5(d) shows the traffic results, where CXL-
FGT achieved lower overall traffic than Piggyback 
in all workloads except W(M) despite the additional 
traffic overhead compared to Piggyback for transfer-
ring values of 4–32 bytes. This reduction stems from 
avoiding frequent NVMe command overheads by us-
ing CXL.mem, with the benefit most evident in W(C) 
due to its larger values. For the Adaptive method, we 
evaluated scenarios employing piggybacking (Adap-
tive-P) and CXL.mem (Adaptive-C). The threshold for 

switching the transfer mode in Adaptive-P was set to 
64 bytes, based on the results in Figure 5(b). The same 
threshold was applied to Adaptive-C to ensure a fair 
comparison between piggybacking and CXL.mem. As 
expected, both methods exhibited higher traffic than 
fine-grained transfers. Moreover, as Piggyback inher-
ently resulted in lower traffic compared to CXL-FGT for 
value sizes between 4 and 32 bytes, Adaptive-C exhib-
ited slightly higher traffic than Adaptive-P.

Figure 5(e) presents the average throughput de-
rived by the simulated response times. Across all work-
loads, CXL-FGT consistently outperformed Piggyback, 
further demonstrating the effectiveness of CXL.mem-
based transfers. Meanwhile, Adaptive-P achieved the 
best performance in all workloads, while Adaptive-C 
generally showed performance comparable to Base-
line. Again, this result is attributed to the inherent 
limitations of CXL-FGT, which retains the mandatory 
NVMe command overhead. In particular, workloads 
with a high proportion of value sizes between 4 and 32 
bytes [e.g., W(B) and W(M)] highlighted the limitations 
of CXL-FGT, which adheres to NVMe routines, resulting 
in Adaptive-C performing worse than Adaptive-P.

In summary, CXL-FGT achieves finer-grained traffic 
and significantly better performance than Piggyback as 
value sizes increase. However, as the method maintains 
NVMe transactions, the performance advantage of 
fine-grained transfer over Baseline diminishes with the 
increased bandwidth of PCIe Gen5. Furthermore, CXL-
FGT does not fully utilize the cache coherency of CXL 
as it actively invokes clflush() for each write. We plan 
to address these limitations by developing new storage 
protocols that leverage the full potential of CXL.

CONCLUSION
BandSlim tackled the PCIe traffic amplification chal-
lenges in KV-SSDs, which arose from conflicts between 
non-page-aligned key-value pairs and NVMe protocols 
designed for memory page units. BandSlim leveraged 
NVMe command piggybacking and CXL.mem to trans-
fer values in a fine-grained and efficient manner. Exten-
sive evaluations showcased that BandSlim significantly 
reduced traffic and optimized data transfer efficiency.
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